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This report addresses in detail one element of the complex issue of co-existence between SRDs deployed in data networks and traditional SRDs. Namely, the report considers the prospects of sharing spectrum within the band 863-870 MHz between the traditional SRDs and the various emerging Low Power Wide Area Network (LPWAN) technologies, proposed to be used for providing IoT-type Machine-to-Machine connectivity. All of the considered LPWAN systems are proposed to be operated in line with the current regulation in REC 70-03 Annex 1, i.e. under condition of unlicensed access within the band 863-870 MHz.
In fact, some CEPT countries had already witnessed deployment of such LPWAN systems within the 863-870 MHz band in their territories and those early deployments did not give any indications of interference between LPWAN systems and traditional SRDs. However, it is sensible and advisable to check the interference risk between the legacy SRD devices and future evolving LPWAN networks within the band 863-870 MHz.
The study provided in this report is based on simulation of three chosen representative LPWAN technologies:
Ultra Narrow Band system (UNB), as described in ETSI TR 103 435,
Chirp Spread Spectrum system (CSS), as described in ETSI TR 103 526, and
"Lfour" type of Low Throughput Network (Lfour), as described in ETSI TR 103 249 and ETSI TS 103 357.
As regards the representative spectrum sharing and co-existence counterpart for LPWANs, this report considered a typical and ubiquitous Home Automation SRD application, which is today widely used in the same band. The co-existence scenarios and methodology for predicting probability of interference are broadly similar to those used in the related ECC Report 261 (January 2017).
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	Adaptive Data Rate
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This report addresses in detail one element of the complex issue of co-existence between SRDs deployed in data networks and traditional SRDs. Namely, the report considers the prospects of sharing the band 863-870 MHz between the traditional SRDs and the various emerging Low Power Wide Area Network (LPWAN) technologies, proposed to be used for providing IoT-type Machine-to-Machine connectivity. All of the considered LPWAN systems are proposed to be operated in line with the current regulation in REC 70-03 Annex 1, i.e. under condition of unlicensed access within the band 863-870 MHz. In fact, some CEPT countries had already witnessed deployment of such LPWAN systems in 863-870 MHz in their territories and those early deployments did not give any indications of interference between LPWAN systems and traditional SRDs. However, it is sensible and advisable to check the interference risk between the legacy SRD devices and future evolving LPWAN networks in the band 863-870 MHz.
The study provided in this report is based on simulations with SEAMCAT software tool of three chosen representative LPWAN technologies:
Ultra Narrow Band system (UNB), as described in ETSI TR 103 435 [1],
Chirp Spread Spectrum system (CSS), as described in ETSI TR 103 526 [2], and
"Lfour" type of Low Throughput Network (Lfour), as described in ETSI TR 103 249 [3] and ETSI TS 103 357 [4].
The choice of three specific representative LPWAN systems to be used for simulations was based on the consideration that  it would be unnecessarily complex and unrealistic to simulate all (as today) known technologies/networks to be deployed simultaneously in any given location due to the fact that all of them are addressing the same IoT market segment and offer largely similar portfolio of M2M services. This should limit how many competing LPWAN systems could be realistically deployed in any given metropolitan area, in addition to competing IoT connectivity solutions provided by cellular networks. 
Given the objectives of widest possible technological diversity vis-à-vis limited number of simulated co-located networks, the final choice was guided as follows:
· UNB is the LPWAN technology which is already present in some markets (known under the trademark of SigFox). As far as the radio interface is concerned, it also may be considered to represent a number of closely related/derivative technologies, such as TS-UNB and DD-UNB technologies described under the LTN category [3, 4],
· CSS is another technology that has a growing footprint in the markets (under the trademark of LoRa-WAN) and is very distinct from the UNB in terms of radio interface and spectrum usage;
· Lfour is another representative of LTN family [3, 4] with rather distinct radio interface and it is also different from other LPWAN technologies in that it only provides one-way uplink transmission. So, it may be reasonably assumed that Lfour will be targeting a rather specific sub-set of IoT services in the market and therefore has a chance of being present alongside with two-way LPWANs such as represented by UNB and CSS examples.
As regards the representative spectrum sharing and co-existence counterpart for LPWANs, this report considered a typical and ubiquitous Home Automation SRD application for legacy SRD which is today widely used in the same band. The co-existence scenarios and methodology for predicting probability of interference are broadly similar to those used in the related ECC Report 261 (January 2017) [5].

[bookmark: _Toc531622792]Methodology
When considering any spectrum sharing studies in SRD scenarios, it is important to note that two input parameters are of most crucial importance to the results: the assumed deployment density of interfering devices, and their Duty Cycle (DC). The previous studies in SE24 have shown that their comparative impact on the probability of interference far outweigh many other input parameters, including the interferers’ output power, etc. Therefore, the most thorough consideration should be given to the choice of interferers’ density and DC for simulations.
The starting point for deriving these values are the relevant LPWAN official ETSI System reference Documents as sources of technical parameters for DC and market forecasts for deployment density of devices, e.g. up to 10 000 and more dev/km2 for Terminal Nodes (TN) in the long term in urban environments. The SRdocs are important references as they represent industry’s (manufacturers and service providers) consensus on the parameters and use scenarios of emerging technology/applications. However, it is proposed that this study takes one step further and makes a logical assumption that in real life these crucial parameters will never be static and may be changing proportionally with development stage of the analysed LPWAN networks, as well as their overall number and competition status/proliferation in the market.
So instead of using some fixed numbers, this study proposes to consider a range of assumed DC and density values. With that in mind, the possible growth of IoT LPWAN is modelled for a range from an early deployment to a mature status as quoted in the ETSI SRdocs. 
Using the ranges for deployment density and DC as two key proxy factors of the deployment maturity and market proliferation of LPWANs, will allow the ultimate results of such study to provide the reasonable quantitative estimation of the sustainability of LPWAN deployment within the band 863-870 MHz.
Another important factor to consider is the height and location (indoor vs. outdoor) of NAP antennas. Given that NAP deployment is statistically distributed at varying locations and heights (e.g. some portion being placed indoors while others may be placed outdoors like on roof tops), the antenna placements and heights of NAPs could be modeled by certain distribution function, as e.g. described for LPWAN-CSS in Table 5, clause 7.2.1 of TR 103 526 [2].Overall it is important to note that the study will not attempt to offer a single YES/NO evaluation of the probability of interference in case of shared spectrum use by LPWANs and conventional (non-networked) SRDs. Instead, the results would represent a risk assessment in case the LPWAN networks evolve from where they are today (early market player with low initial number of TNs and quite limited proliferation of networks) to some much more evolved, much higher market proliferation scenarios. In that sense the future results of the study should not be seen as challenging the existing status quo in terms of current regulation or technology options. Instead, the results should provide required assurances to both the regulators and especially to LPWAN operators that their investments in LPWAN networks are safe against possible risk of interference now and in the future. In that regard, the proposed study would offer some specific quantitative indicators of the LWAN networks development levels in terms of density/DC etc. and whether interference may start to manifest at some stage. Concurrently, such study would also provide immediate clarity and quantitative assessment to the community of traditional SRD users whether their operations in the band 863-870 MHz are not going to be compromised by a specific LPWAN network operations.
[bookmark: _Toc531622793]Considered LPWAN Interfering Systems
[bookmark: _Toc531622794]Ultra Narrow Band LPWAN
The following description and technical parameters of the UNB technology considered in this report had been distilled from the information provided in the ETSI SRDoc TR 103 435 [1].
[bookmark: _Toc531622795]Target market and deployment scenario
The UNB technology, (a prominent today example is commercially deployed under the trademark of SigFox), had been developed to provide low bit rate connectivity for a broad multitude of end devices - Terminal Nodes (TN), used for variety of domestic and industrial service applications such as remote monitoring and control, data acquisition, utilities metering, asset tracking, etc. Broadly, the target applications and end devices include all and any devices falling within the category of Internet of Things (IoT), with UNB is targeting to carve out part of the IoT market along with many other competing IoT-connectivity technologies, such as CSS, cellular (GPRS/EC-GSM-IoT, NB-IoT, LTE Cat. M1, 5G eMTC), WLANs (e.g. 802.11 family), PANs (e.g. Bluetooth).
The key feature of all LPWAN technologies is that they offer wide area coverage (up to city/metropolitan area or even potentially nation-wide) by utilising a well-established cellular networking concept. However, they differ from traditional cellular mobile networks in that their physical radio interface and communication protocol are tailored with special focus on possibility to serve very large numbers (more than 10 000 devices/sq.km) of battery-powered TNs where the communication link design trade-off is heavily shifted towards the low cost/small device form factor and very minimal energy consumption, thus maximising battery longevity, up to 10+ years for unserved TNs. All this comes at the expense of having very low communication bit rate, which is nevertheless sufficient considering the normally low activity factor and minimal data requirements of various sensors, meters, actuators and other such IoT-oriented TNs.
While the TR 103 435 [1] describes a very broad variety of IoT market segments and applications with broadly varying data use patterns, the following example would seem to give a representative picture of a typical IoT use scenario, e.g. characteristic of most Smart City applications:
Periodicity of transmissions from a single TN: from once per hour to once a day;
Transmission payload: 1 to 15 bytes per single transmission;
Typical duration of a single transmission: 2 s;
TN density: up to approx. 10 000 per sq.km for dense urban scenarios (detailed traffic modelling example for Greater London area given in Annex A of [1] forecasts between 5 600 - 13 300 TN connections per sq.km by 2023).
In terms of network deployment scenario, one of the distinctive radio interface features of LPWAN technologies that aims to maximise reliability of communication in the cellular network while avoiding wasting bandwidth and battery energy on extra signalling is replacing any of traditional cell association/handover mechanisms with the concept of "cooperative reception".
In this concept, illustrated in Fig. 1, the base stations, i.e. the Network Access Points (NAP), are deployed in the grid with cell radius (depicted R in Fig. 1) that is deliberately much smaller than the achievable NAP service radius (R' in Fig. 1). This ensures that a random (Aloha channel access type) transmission by any given TN (blue dot on the right-side portion of Fig. 1) should be received and decoded by more than one NAP (blue connectors on the right-side portion of Fig. 1). All NAPs forward all of their decoded data packets to network's central processing facility, which identifies, sorts, and retains/further acts on just one (verified) copy of a given originally transmitted data packet.



NAP
TN

Figure 1: Illustration of LPWAN network topology and "cooperative reception" concept (based on Fig. B.2 in [1])
This deployment concept means that sizing of the NAP grid is driven mostly by considerations of TN deployment density and their generated traffic rather than by what is allowed from pure link budget analysis prospective. To illustrate this concept with numbers, it is elucidated in [1] that the typical NAP density in urban areas should be approx. 0.1 NAP/sq/km, which would represent an optimum balance for UNB radio interface technology between the coverage and TN traffic density considerations. This corresponds to cell radius R of approx. 1.7 km. Whereas realistic service coverage radius R' may be on the order of 5-10 km depending on local radio propagation environment. Comparing these two radiuses show the significant overlap between the service coverage areas of different NAPs.
[bookmark: _Toc531622796]Key technical parameters of UNB for spectrum sharing study
The following table lists the key technical parameters of UNB radio interface, derived from [1] and used in simulations for this report.
Table 1: Simulated parameters of UNB radio access network
	Simulation parameters
	Values

	UNB Downlink System Scenario:

	Operating frequency range
	869.4-869.65 MHz (ERC/REC 70-03 band h1.6)

	Carrier bandwidth
	1 kHz

	Carrier centre frequency
	Uniformly distributed within operating frequency range

	NAP Tx antenna gain
	5 dBi==2.85 dBd (omnidirectional)

	NAP Tx typical antenna placement
	Outdoors, 25 m above ground level

	NAP Tx maximum transmitted power e.r.p.
	27 dBm

	NAP Tx maximum output power to antenna
	27 dBm e.r.p. - 2.85 dBd = 24.15 dBm

	NAP Tx Duty Cycle limit
	10%

	NAP Tx Emissions Mask
	Ref. Figure 7 & Table 15 in [1]

	TN Rx typical antenna placement
	Indoors, 1.5 m above ground level

	TN Rx antenna gain
	0 dBi (omnidirectional)

	TN Rx sensitivity
	-126 dBm/1 kHz

	TN Rx blocking mask
	Ref. Figure 9 & Table 18 in [1]

	TN Rx C/I objective
	8 dB

	NAP Tx density
	0.1/sq.km

	UNB Uplink System Scenario:

	Operating frequency range
	868.0-868.6 MHz (ERC/REC 70-03 band h1.4)

	Carrier bandwidth
	0.25 kHz

	Carrier centre frequency
	Uniformly distributed within operating frequency range

	TN Tx antenna gain
	0 dBi==-2.15 dBd (omnidirectional)

	TN Tx typical antenna placement
	Indoors, 1.5 m above ground level

	TN Tx maximum transmitted power e.r.p.
	14 dBm

	TN Tx maximum output power to antenna
	14 dBm e.r.p. - (-2.15) dBd = 16.15 dBm

	TN Tx Duty Cycle limit
	1%

	TN Tx Duty Cycle average
	0.1% (4s transmission once an hour)

	TN Tx Emissions Mask
	Ref. Figure 6 & Table 14 in [1]

	NAP Rx typical antenna placement
	Outdoors, 25 m above ground level

	NAP Rx antenna gain
	5 dBi (omnidirectional)

	NAP Rx sensitivity
	-136 dBm/0.25 kHz

	NAP Rx blocking mask
	Ref. Figure 8 & Table 17 in [1]

	NAP Rx C/I objective
	7 dB

	TN Tx density
	10 000/sq.km



These parameters were used to model the UNB system in sharing feasibility simulations as reported further in this report.
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The following description of the CSS technology considered in this report refers to the information provided in the ETSI SRDoc TR 103 526 [2].
[bookmark: _Toc531622798]Target market and deployment scenario
Like the UNB technology analysed in previous section 2.1, the CSS technology, commercially known as LoRaWAN, had been developed to provide low bit rate connectivity for a broad multitude of IoT devices. Therefore, these two networking technologies are addressing essentially the same IoT market segments.
Architecturally the CSS network follows the same star-oriented configuration with NAPs acting as network gateways and TN end nodes. The CSS networks also employ mainly the same principle of random Aloha-modelled channel access protocol with "cooperative reception" on network level as was illustrated in Fig. 1.
The key differences, spectrum sharing wise, between CSS and UNB lie in implementation of the physical radio interface and in the adoption of an Adaptive Data Rate (ADR) mechanism that allows LPWAN-CSS to benefit from NAP densification and resulting better SNR conditions [ANNEX 2:] and thus reach the TN density indicated in Table 3.
Also, the CSS has different approach to utilisation of radio frequency channels. It uses a set of channels which could be used either for uplink, downlink or both, as listed in the following table.
Table 2: Simulated parameters of CSS radio access network
	Channel centre frequencies
	Channel bandwidth and use conditions

	869.525 MHz
	125 kHz, 27 dBm e.r.p., downlink only, 10% DC

	868.1 MHz
	125 kHz, 14 dBm e.r.p., uplink and downlink, 1% DC

	868.3 MHz
	125 kHz, 14 dBm e.r.p., uplink and downlink, 1% DC

	868.5 MHz
	125 kHz, 14 dBm e.r.p., uplink and downlink, 1% DC

	867.1 MHz
	125 kHz or 250 kHz, 14 dBm e.r.p., uplink and downlink, 1% DC

	867.3 MHz
	125 kHz or 250 kHz, 14 dBm e.r.p., uplink and downlink, 1% DC

	867.5 MHz
	125 kHz or 250 kHz, 14 dBm e.r.p., uplink and downlink, 1% DC

	867.7 MHz
	125 kHz or 250 kHz, 14 dBm e.r.p., uplink and downlink, 1% DC

	867.9 MHz
	125 kHz or 250 kHz, 14 dBm e.r.p., uplink and downlink, 1% DC
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The following table lists the key technical parameters of CSS radio interface, derived from [2] and used in simulations for this report.
Table 3 : Simulated parameters of CSS radio access network
	Simulation parameters
	Values

	CSS Downlink System Scenario:

	Operating frequencies
	Ref. Table 2

	Carrier bandwidth (typical)
	125 kHz

	NAP Tx antenna gain
	5.5 dBi==3.35 dBd (omnidirectional)

	NAP Tx typical antenna placement
	Derived from Table 5, clause 7.2.1 of [2]

	NAP Tx maximum transmitted power e.r.p.
	27 dBm

	NAP Tx maximum output power to antenna
	27 dBm e.r.p. - 3.35 dBd = 23.65 dBm

	NAP Tx Duty Cycle limit
	10% or 1% depending on frequency, ref. Table 2

	NAP Tx Emissions Mask
	Derived from Table 9 in [2]

	TN Rx typical antenna placement
	Derived from Table 5, clause 7.2.1 of [2]

	TN Rx antenna gain
	0 dBi (omnidirectional)

	TN Rx sensitivity
	-133 dBm/125 kHz (Note 2)

	TN Rx blocking mask
	Derived from Table 11 in [2]

	TN Rx C/(I+N) objective
	-14 dB (Note 2)

	NAP Tx density
	Up to 3.5/sq.km, also ref. Table 5, clause 7.2.1 of [2]

	CSS Uplink System Scenario:

	Operating frequencies
	Ref. Table 2

	Carrier bandwidth (typical)
	125 kHz

	TN Tx antenna gain
	0 dBi==-2.15 dBd (omnidirectional)

	TN Tx typical antenna placement
	Derived from Table 5, clause 7.2.1 of [2]

	TN Tx maximum transmitted power e.r.p.
	14 dBm with APC [2]

	TN Tx maximum output power to antenna
	14 dBm e.r.p. - (-2.15) dBd = 16.15 dBm with APC [2]

	TN Tx Duty Cycle limit
	1% (note 2)

	TN Tx Emissions Mask
	Ref. Figure 12 in [2]

	NAP Rx typical antenna placement
	Derived from Table 5, clause 7.2.1 of [2]

	NAP Rx antenna gain
	5.5 dBi (omnidirectional)

	NAP Rx sensitivity
	-133 dBm/125 kHz (Note 2)

	NAP Rx blocking mask
	Ref. Figure 16 in [2]

	NAP Rx C/(I+N) objective
	Ref. SF7 mode [2] 

	TN Tx density
	5 500/sq.km (Note 1)


Note 1: 5500 nodes per square kilometer represents the maximum density envisaged in [2]; the study will address lower densities and this density is the maximum one when the network will reach the full deployment and in case it captures the half of the market; in a scenario with 3 networks/technologies operating at the same time in the same territory this figure will be multiplied by 2/3 (see [1]). Furthermore, if we consider that the density of 5500 nodes per square kilometer was derived in [2] from [1] and in [1] technologies competing in the same market like NB-IoT, WiFi Halow (i.e., IEEE 802.11ah), ZigBee (which right now used in London for metering), Thread, Ingenu, Telensa, Silver Spring Networks etc. were not considered, the density will very likely to be much reduced. This figure is subject to further assessment (this node density is achieved by LPWAN-CSS system thanks to the ADR mechanism). 
Note 2: As far as the duty cycle is concerned the maximumum allowed duty cycle is 1%; particular care however should be taken to Figure 6 of [2] and the discussion following it, including the fact that at high TN TX Density the vast majority of the nodes use SF7 (implying shorter in time transmissions for the same payload) which data rate is roughly 20 time faster than SF12. 
These parameters were used to model the CSS system in sharing feasibility simulations as reported further in this report.
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The description and technical parameters of the Lfour technology (a part of LTN family of LPWAN technologies) considered in this report are derived from the information provided in the ETSI TR 103 249 [3] and TS 103 357 [4]. Some of the radio parameters were taken from ETSI EN 300 220-1 [8] because the LTN family of technologies is declared to be in full compliance with that generic SRD standard. 
[bookmark: _Toc531622801]Target market and deployment scenario
The Lfour LTN family is a low power, wideband technology and supports star network topology in radio access network [4]. In general, the Lfour technology targets the same IoT LPWAN services market as served by UNB and CSS technologies described in previous sections. However, different from UNB and CSS, the Lfour technology is only intended to cover unidirectional uplink transmissions from TNs to NAPs. It thus aims to achieve the lowest power consumption with simple architecture [4]. Therefore, it may be surmised that Lfour could find its own niche in the overall IoT LPWAN services market by becoming an optimal choice for providing a specific sub-set of IoT services oriented to unidirectional data gathering.  
Architecturally the Lfour network follows the same star-oriented configuration with NAPs acting as network gateways and TNs being the densely distributed end nodes. The Lfour networks also employ the same principle of random Aloha-modelled channel access protocol with "cooperative reception" on network level as was illustrated in Fig. 1.
[bookmark: _Toc520996089][bookmark: _Toc521504675][bookmark: _Toc520996090][bookmark: _Toc521504676]Spectrum sharing wise, the Lfour's physical radio interface has defined three modes - named Modes A, B and C (ref. Table 5-1 in [4]). For the purpose of this study, it was decided to model Lfour network that uses Mode B, as it would represent a median target bitrate within channel bandwidth of 50.8 kHz which places it roughly in the middle between the UNB and CSS channel bandwidths. The Lfour Mode B would require up to 600 kHz for operation in most of envisaged scenarios, utilised in a Frequency Hopping-like fashion [4]. It was therefore proposed to simulate Lfour network as being deployed in the frequency band 868.0-868.6 MHz (ERC/REC 70-03 band h1.4).
[bookmark: _Toc531622802]Key technical parameters of Lfour for spectrum sharing study
The following table lists the key technical parameters of Lfour radio interface, derived from [4, 8] and used in simulations for this report.
Note that although the declared occupied bandwidth of Lfour Mode B transmissions is 50.8 kHz, the channelling pattern of of 50 kHz was assumed for SEAMCAT modelling. However, the transmitter emissions mask is defined to correspond precisely to 50.8 kHz bandwidth.
Some of the parameters and deployment assumptions, not explicitly addressed for Lfour in LTN family of ETSI documents [3, 4], such as TN antenna gain and placement, TN device density, had been aligned with settings of similar parameters that were assumed for TNs in UNB systems. Those parameters that are not defined in the LTN specifications and are not essential for the current study as they address Lfour performance as victim (NAP receiver sensitivity, blocking performance, antenna) are omitted from the table.
Table 4: Simulated parameters of Lfour radio access network
	Simulation parameters
	Values

	Lfour Uplink System Scenario:

	Operating frequency range
	868.0-868.6 MHz (ERC/REC 70-03 band h1.4)

	Carrier bandwidth
	50.8 kHz

	Carrier centre frequency
	Uniformly distributed within operating frequency range, step 50 kHz

	TN Tx antenna gain
	0 dBi==-2.15 dBd (omnidirectional)

	TN Tx typical antenna placement
	Indoors, 1.5 m above ground level

	TN Tx maximum transmitted power e.r.p.
	14 dBm

	TN Tx maximum output power to antenna
	14 dBm e.r.p. - (-2.15) dBd = 16.15 dBm

	TN Tx Duty Cycle limit
	1%

	TN Tx Emissions Mask
	Derived from clause 5.8.1 of EN 300 220-1 [8]

	TN Tx density
	5000-10000/sq.km


These parameters were used to model the Lfour system in sharing feasibility simulations as reported further in this report.

[bookmark: _Toc521504678][bookmark: _Toc520996092][bookmark: _Toc521504679][bookmark: _Toc520996093][bookmark: _Toc521504680][bookmark: _Toc520996131][bookmark: _Toc521504718][bookmark: _Toc520996132][bookmark: _Toc521504719][bookmark: _Toc424560903][bookmark: _Toc427928289][bookmark: _Toc427928386][bookmark: _Toc427928492][bookmark: _Toc424560904][bookmark: _Toc427928290][bookmark: _Toc427928387][bookmark: _Toc427928493][bookmark: _Toc424547779][bookmark: _Toc424547890][bookmark: _Toc424560905][bookmark: _Toc427928291][bookmark: _Toc427928388][bookmark: _Toc427928494][bookmark: _Toc424547780][bookmark: _Toc424547891][bookmark: _Toc424560906][bookmark: _Toc427928292][bookmark: _Toc427928389][bookmark: _Toc427928495][bookmark: _Toc444153807][bookmark: _Toc531622803]Representative SRD Victim
The use of the band 863-870 MHz by SRD is already well established in Europe and is fully harmonised across the entire area of EU/EEA common market by the EC Decision 2006/771/EC [6] and its subsequent revisions. The key reference guiding SRD use in the band 863-870 MHz, as well as in many other bands, is ERC/REC 70-03 [7].
In order to evaluate the coexistence impact of considered LPWAN technologies on the incumbent SRD users of the band 863-870 MHz, this report will use a representative victim system modelled as a typical ubiquitous SRD application within the broad regulatory category of Non-specific SRD, i.e. deployed in accordance with radio spectrum access parameters outlined in Annex 1 of ERC/REC 70-03. Typical example of such use could be for Home Automation or similar domestic applications.
[bookmark: _Toc520996134][bookmark: _Toc521504721]The key RF parameters of modelled SRD victim application are given in the following Table 5. These parameters are generally consistent with those used in ECC Report 261 [5] for modelling legacy SRDs in the band 863-870 MHz.
Table 5: : Simulated parameters of representative SRD victim application
	[bookmark: _Toc520996135][bookmark: _Toc521504722]Simulation parameters
	[bookmark: _Toc520996136][bookmark: _Toc521504723]Values

	[bookmark: _Toc520996138][bookmark: _Toc521504725]Operating frequency range
	[bookmark: _Toc520996139][bookmark: _Toc521504726]868.0-868.6 MHz (ERC/REC 70-03 band h1.4)
[bookmark: _Toc520996140][bookmark: _Toc521504727]868.7-869.2 MHz (ERC/REC 70-03 band h1.5)
[bookmark: _Toc520996141][bookmark: _Toc521504728]869.7-870.0 MHz (ERC/REC 70-03 band h1.7)

	[bookmark: _Toc520996143][bookmark: _Toc521504730]Carrier bandwidth
	[bookmark: _Toc520996144][bookmark: _Toc521504731]150 kHz

	[bookmark: _Toc520996146][bookmark: _Toc521504733]Carrier centre frequencies
	[bookmark: _Toc520996147][bookmark: _Toc521504734]868.3 MHz, 868.95 MHz, 869.85 MHz

	[bookmark: _Toc520996149][bookmark: _Toc521504736]Tx/Rx antenna gain
	[bookmark: _Toc520996150][bookmark: _Toc521504737]-2.85 dBi==-5 dBd (omnidirectional)

	[bookmark: _Toc520996152][bookmark: _Toc521504739]Tx/Rx typical antenna placement
	[bookmark: _Toc520996153][bookmark: _Toc521504740]Indoors, 1.5 m

	[bookmark: _Toc520996155][bookmark: _Toc521504742]Tx maximum transmitted power e.r.p.
	[bookmark: _Toc520996156][bookmark: _Toc521504743]0 to 14 dBm

	[bookmark: _Toc520996158][bookmark: _Toc521504745]Tx Duty Cycle limit
	[bookmark: _Toc520996159][bookmark: _Toc521504746]1%

	[bookmark: _Toc520996161][bookmark: _Toc521504748]Tx Duty Cycle average
	[bookmark: _Toc520996162][bookmark: _Toc521504749]0.01%

	[bookmark: _Toc520996164][bookmark: _Toc521504751]Tx Emissions Mask
	[bookmark: _Toc520996165][bookmark: _Toc521504752]Derived from clause 5.8.1 of EN 300 220-1 [8]

	[bookmark: _Toc520996167][bookmark: _Toc521504754]Rx noise floor
	[bookmark: _Toc520996168][bookmark: _Toc521504755]-113 dBm

	[bookmark: _Toc520996170][bookmark: _Toc521504757]Rx sensitivity
	[bookmark: _Toc520996171][bookmark: _Toc521504758]-104 dBm

	[bookmark: _Toc520996173][bookmark: _Toc521504760]Rx blocking mask
	[bookmark: _Toc520996174][bookmark: _Toc521504761]Cat. 2 from clause 5.18.3 of EN 300 220-1 [8]

	[bookmark: _Toc520996176][bookmark: _Toc521504763]Rx C/I objective
	[bookmark: _Toc520996177][bookmark: _Toc521504764]8 dB

	[bookmark: _Toc520996179][bookmark: _Toc521504766]Tx-Rx max indoor operating range
	[bookmark: _Toc520996180][bookmark: _Toc521504767]40 m

	[bookmark: _Toc520996182][bookmark: _Toc521504769]Device density (dense urban)
	[bookmark: _Toc520996183][bookmark: _Toc521504770]1 000/sq.km


[bookmark: _Toc520996185][bookmark: _Toc521504772]In order to do sensitivity analysis of coexistence impact depending on the specific frequency used by victim from the wide range of options allowed in Annex 1 of ERC/REC 70-03, three sub-band options (h1.4, h1.5, and h1.7) were chosen, which either overlap or are in close proximity to the currently identified operational frequency ranges of LPWAN applications.
[bookmark: _Toc531622804]Coexistence Scenarios and Simulation Results
[bookmark: _Toc531622805]Coexistence Scenarios
[bookmark: _Toc531622806][bookmark: _Toc520996188][bookmark: _Toc521504775]Cases and General Outline
[bookmark: _Toc520996189][bookmark: _Toc521504776]Analysis of technical parameters of the considered LPWAN technologies provided in chapter 2 suggests that LPWANs are likely to exhibit very different coexistence profiles in respectively downlink and uplink directions. This is because:
[bookmark: _Toc520996190][bookmark: _Toc521504777]Distinct frequency bands/channels used in each direction;
[bookmark: _Toc520996191][bookmark: _Toc521504778]Very different transmit power levels and DC;
[bookmark: _Toc520996192][bookmark: _Toc521504779]Very different deployment densities of respectively NAPs and TNs.
[bookmark: _Toc520996193][bookmark: _Toc521504780]
[bookmark: _Toc520996194][bookmark: _Toc521504781]Also, the interference path loss from LPWAN downlink and uplink should be modelled under different approaches:
[bookmark: _Toc520996195][bookmark: _Toc521504782]LPWAN downlink is characterised by typically high mounted outdoor antennas, affecting victim SRDs, which are typically indoors. This suggests the use of long-range urban propagation model such as Extended Hata model;
[bookmark: _Toc520996196][bookmark: _Toc521504783]LPWAN uplink is characterised by a high density of low power transmitting devices deployed predominantly indoors, i.e. alongside with the victim SRDs in the so called "same room/same facility" scenario. Therefore, this scenario should be more appropriately modelled using Extended Hata-SRD model.
[bookmark: _Toc520996197][bookmark: _Toc521504784]
[bookmark: _Toc520996198][bookmark: _Toc521504785]Accordingly, the following simulations of coexistence feasibility will consider LPWAN downlink and uplink as two separate and very different scenarios, as illustrated in Figs. 2 and 3. Transceivers would be randomly placed in circular zones identified as respctively Interfering Link (ILK) and Victim Link (VLK) simulation areas.
[bookmark: _Toc520996199][bookmark: _Toc521504786]NAPn
SRD Rx
SRD Tx
VLK Simulation Area
ILK Simulation Area
NAP2
NAP1

[bookmark: _Toc520996200][bookmark: _Toc521504787]Figure 2: Scenario of LPWAN Downlink interference to legacy SRD
[bookmark: _Toc520996201][bookmark: _Toc521504788]
[bookmark: _Toc520996202][bookmark: _Toc521504789]TNk
SRD Rx
SRD Tx
TNi
ILK-VLK simulation area
("same room" scenario)

[bookmark: _Toc520996203][bookmark: _Toc521504790]Figure 3: Scenario of LPWAN Uplink interference to legacy SRD
[bookmark: _Toc520996204][bookmark: _Toc521504791]The two scenarios will differ significantly in terms of geographical scale as well as the number of considered active interferers, whereas number of simulated active NAPs will be much lower than the number of active TNs. The estimation of simulation area sizes and the corresponding numbers of active interfering transmitters to be generated in those areas will be derived in the following sub-sections.
[bookmark: _Toc531622807][bookmark: _Toc520996205][bookmark: _Toc521504792]Simulation Areas and Number of Active Interfering Transmitters
[bookmark: _Toc520996206][bookmark: _Toc521504793]Estimation of the appropriate simulation radii for the two considered scenarios will be carried out by using Minimum Couple Loss method to calculate the maximum impact range between the corresponding interferer transmitter and victim receiver. The results of these calculations are reported in the following Table 6.
[bookmark: _Toc520996207][bookmark: _Toc521504794]Table 6: MCL calculation of maximum impact range for LPWAN-to-SRD scenarios
	[bookmark: _Toc520996208][bookmark: _Toc521504795]Parameter
	[bookmark: _Toc520996209][bookmark: _Toc521504796]#
	[bookmark: _Toc520996210][bookmark: _Toc521504797]ILK:
UNB
Downlink
	[bookmark: _Toc520996211][bookmark: _Toc521504798]ILK:
UNB
Uplink
	[bookmark: _Toc520996212][bookmark: _Toc521504799]ILK:
CSS
Downlink
	[bookmark: _Toc520996213][bookmark: _Toc521504800]ILK:
CSS
Uplink
	[bookmark: _Toc520996214][bookmark: _Toc521504801]ILK: Lfour Uplink

	[bookmark: _Toc520996216][bookmark: _Toc521504803]Frequency, GHz
	[bookmark: _Toc520996217][bookmark: _Toc521504804]A
	[bookmark: _Toc520996218][bookmark: _Toc521504805]0.868
	[bookmark: _Toc520996219][bookmark: _Toc521504806]

	[bookmark: _Toc520996221][bookmark: _Toc521504808]Interfering power, ERP, dBm
	[bookmark: _Toc520996222][bookmark: _Toc521504809]B
	[bookmark: _Toc520996223][bookmark: _Toc521504810]27
	[bookmark: _Toc520996224][bookmark: _Toc521504811]14
	[bookmark: _Toc520996225][bookmark: _Toc521504812]27
	[bookmark: _Toc520996226][bookmark: _Toc521504813]14
	[bookmark: _Toc520996227][bookmark: _Toc521504814]14

	[bookmark: _Toc520996229][bookmark: _Toc521504816]Reference bandwidth, kHz
	[bookmark: _Toc520996230][bookmark: _Toc521504817]C
	[bookmark: _Toc520996231][bookmark: _Toc521504818]1
	[bookmark: _Toc520996232][bookmark: _Toc521504819]0.25
	[bookmark: _Toc520996233][bookmark: _Toc521504820]125
	[bookmark: _Toc520996234][bookmark: _Toc521504821]125
	[bookmark: _Toc520996235][bookmark: _Toc521504822]50

	[bookmark: _Toc520996237][bookmark: _Toc521504824]Victim RX bandwidth, kHz
	[bookmark: _Toc520996238][bookmark: _Toc521504825]D
	[bookmark: _Toc520996239][bookmark: _Toc521504826]150
	[bookmark: _Toc520996240][bookmark: _Toc521504827]150
	[bookmark: _Toc520996241][bookmark: _Toc521504828]150
	[bookmark: _Toc520996242][bookmark: _Toc521504829]150
	[bookmark: _Toc520996243][bookmark: _Toc521504830]150

	[bookmark: _Toc520996245][bookmark: _Toc521504832]Bandwidth correction, dB
	[bookmark: _Toc520996246][bookmark: _Toc521504833]
	[bookmark: _Toc520996247][bookmark: _Toc521504834]0, assuming co-channel case and noting D>C

	[bookmark: _Toc520996249][bookmark: _Toc521504836]Victim RX antenna gain, dBi
	[bookmark: _Toc520996250][bookmark: _Toc521504837]E
	[bookmark: _Toc520996251][bookmark: _Toc521504838]-2.85

	[bookmark: _Toc520996253][bookmark: _Toc521504840]Victim RX sensitivity, dBm
	[bookmark: _Toc520996254][bookmark: _Toc521504841]F
	[bookmark: _Toc520996255][bookmark: _Toc521504842]-104

	[bookmark: _Toc520996257][bookmark: _Toc521504844]Victim RX wanted signal margin, dB
	[bookmark: _Toc520996258][bookmark: _Toc521504845]G
	[bookmark: _Toc520996259][bookmark: _Toc521504846]10

	[bookmark: _Toc520996261][bookmark: _Toc521504848]Victim RX C/I objective, dB
	[bookmark: _Toc520996262][bookmark: _Toc521504849]H
	[bookmark: _Toc520996263][bookmark: _Toc521504850]8

	[bookmark: _Toc520996265][bookmark: _Toc521504852]Interference threshold, dBm (Note 1)
	[bookmark: _Toc520996266][bookmark: _Toc521504853]I
	[bookmark: _Toc520996267][bookmark: _Toc521504854]-102

	[bookmark: _Toc520996269][bookmark: _Toc521504856]Minimum Coupling Loss, dB (Note 2)
	[bookmark: _Toc520996270][bookmark: _Toc521504857]MCL
	[bookmark: _Toc520996271][bookmark: _Toc521504858]128.3
	[bookmark: _Toc520996272][bookmark: _Toc521504859]115.3
	[bookmark: _Toc520996273][bookmark: _Toc521504860]128.3
	[bookmark: _Toc520996274][bookmark: _Toc521504861]115.3
	[bookmark: _Toc520996275][bookmark: _Toc521504862]115.3

	[bookmark: _Toc520996277][bookmark: _Toc521504864]Maximum impact range, m (Note 3)
	[bookmark: _Toc520996278][bookmark: _Toc521504865]R
	[bookmark: _Toc520996279][bookmark: _Toc521504866]592
	[bookmark: _Toc520996280][bookmark: _Toc521504867]252
	[bookmark: _Toc520996281][bookmark: _Toc521504868]592
	[bookmark: _Toc520996282][bookmark: _Toc521504869]252
	[bookmark: _Toc520996283][bookmark: _Toc521504870]252


[bookmark: _Toc520996285][bookmark: _Toc521504872]Note 1: Calculated as: I=F+G-H
[bookmark: _Toc520996286][bookmark: _Toc521504873]Note 2: Calculated as: MCL=B+2.15+E-I
[bookmark: _Toc520996287][bookmark: _Toc521504874]Note 3: Calculated for assumed urban/NLOS propagation conditions as: R=POWER(10;(MCL-32.5-20*LOG10(A))/35)
[bookmark: _Toc520996288][bookmark: _Toc521504875]The results presented in Table 6 confirm that indeed the likely impact range of downlink is more than two times larger than that of uplink. It could be also noted that the impact range from uplink emissions is falling comfortably within the 300 m maximum range of Extended Hata-SRD path loss modelling model.
[bookmark: _Toc520996289][bookmark: _Toc521504876]The following Table 7 outlines the calculation of simulation areas and the corresponding number of active transmitters, as function of area vs. deployment density. Note that the following assumptions had been made to consider multiple simulation choice in order to obtain sensible and statistically meaningful results:
[bookmark: _Toc520996290][bookmark: _Toc521504877]Although impact range for LPWAN Downlink cases was estimated to be approx. 600 m, it is proposed to extend simulation radius to 3 km, which is to provide a safety margin for simplified MCL estimate and, even more importantly when noting comparatively low density of NAPs (down to 0.1/sq.km), to allow sampling of statistically significant number of active NAPs. Any randomly generated NAP instances that fall further beyond the identified impact range would simply produce very marginal contributions to the aggregate interfering signal strength (iRSS);
[bookmark: _Toc520996291][bookmark: _Toc521504878]As a similar conservative margin, the simulation radius for LPWAN Uplink cases is proposed to be increased slightly to 300 m, which is the maximum valid range of Extended Hata-SRD path loss model;
[bookmark: _Toc520996292][bookmark: _Toc521504879]It is proposed to consider more than one incremental option of link density for each type of the LPWAN link, compared with ultimate future forecast numbers quoted in respective SRDocs [1, 2, 3]. This would allow:
· [bookmark: _Toc520996293][bookmark: _Toc521504880]To bridge the gap between the different forecasts for NAP and TN densities given in the various SRDocs and allow direct comparison of impact from different LPWAN systems;
· [bookmark: _Toc520996294][bookmark: _Toc521504881]To provide an aspect of sensitivity analysis, because ILK density has long proven to be one of the most important factors contributing to increased interference potential.
[bookmark: _Toc520996295][bookmark: _Toc521504882]Table 7 also presents calculation of number of active interferers for the baseline case of intra-SRD, which will be used as an equivalent of "coexistence status quo" in the subject band.

[bookmark: _Toc520996296][bookmark: _Toc521504883]Table 7: Deriving number of active interfering transmitters for LPWAN-to-SRD scenarios
	[bookmark: _Toc520996297][bookmark: _Toc521504884]Interfering Link
	[bookmark: _Toc520996298][bookmark: _Toc521504885]Tx density, 1/sq.km
	[bookmark: _Toc520996299][bookmark: _Toc521504886]R, km
	[bookmark: _Toc520996300][bookmark: _Toc521504887]Area, sq.km
	[bookmark: _Toc520996301][bookmark: _Toc521504888]# Active TX

	[bookmark: _Toc520996303][bookmark: _Toc521504890]LPWAN Downlink: option 1
	[bookmark: _Toc520996304][bookmark: _Toc521504891]0.1
	[bookmark: _Toc520996305][bookmark: _Toc521504892]3
	[bookmark: _Toc520996306][bookmark: _Toc521504893]28.3
	[bookmark: _Toc520996307][bookmark: _Toc521504894]3

	[bookmark: _Toc520996309][bookmark: _Toc521504896]LPWAN Downlink: option 2
	[bookmark: _Toc520996310][bookmark: _Toc521504897]1
	[bookmark: _Toc520996311][bookmark: _Toc521504898]
	[bookmark: _Toc520996312][bookmark: _Toc521504899]
	[bookmark: _Toc520996313][bookmark: _Toc521504900]28

	[bookmark: _Toc520996315][bookmark: _Toc521504902]LPWAN Downlink: option 3
	[bookmark: _Toc520996316][bookmark: _Toc521504903]3.5
	[bookmark: _Toc520996317][bookmark: _Toc521504904]
	[bookmark: _Toc520996318][bookmark: _Toc521504905]
	[bookmark: _Toc520996319][bookmark: _Toc521504906]99

	[bookmark: _Toc520996321][bookmark: _Toc521504908]LPWAN Uplink: option 1
	[bookmark: _Toc520996322][bookmark: _Toc521504909]1000
	[bookmark: _Toc520996323][bookmark: _Toc521504910]0.3
	[bookmark: _Toc520996324][bookmark: _Toc521504911]0.283
	[bookmark: _Toc520996325][bookmark: _Toc521504912]283

	[bookmark: _Toc520996327][bookmark: _Toc521504914]LPWAN Uplink, option 2
	[bookmark: _Toc520996328][bookmark: _Toc521504915]5000
	[bookmark: _Toc520996329][bookmark: _Toc521504916]
	[bookmark: _Toc520996330][bookmark: _Toc521504917]
	[bookmark: _Toc520996331][bookmark: _Toc521504918]1415

	[bookmark: _Toc520996333][bookmark: _Toc521504920]LPWAN Uplink, option 3
	[bookmark: _Toc520996334][bookmark: _Toc521504921]10000
	[bookmark: _Toc520996335][bookmark: _Toc521504922]
	[bookmark: _Toc520996336][bookmark: _Toc521504923]
	[bookmark: _Toc520996337][bookmark: _Toc521504924]2830

	[bookmark: _Toc520996339][bookmark: _Toc521504926]Intra-SRD
	[bookmark: _Toc520996340][bookmark: _Toc521504927]1000
	[bookmark: _Toc520996341][bookmark: _Toc521504928]
	[bookmark: _Toc520996342][bookmark: _Toc521504929]
	[bookmark: _Toc520996343][bookmark: _Toc521504930]283


[bookmark: _Toc520996345][bookmark: _Toc521504932]All derived numbers of active transmitters reported in Table 7 will be used in SEAMCAT scenario settings to define the number of active transmitters on ILK-VLK path description.



[bookmark: _Toc531622808]Simulation Results
All SEAMCAT simulations referred to in this report were carried out using the latest official version 5.2.0 of SEAMCAT software tool [9, 10].
In general, all tables of simulation results provided in this section will quote two values of probability of interference for each simulation case:
first number corresponding to simulated impact of unwanted interference, i.e. primarily considering the impact of interference leakage via transmission envelope of the interferer vis-à-vis relative placement of ILK/VLK carrier frequencies in spectrum;
second number represents a combined effect of unwanted and blocking interference, i.e. additionally considering impact of victim receiver selectivity imperfections and desensitisation.
Three separate sets of simulations may be done for each interference scenario, corresponding to three options of victim SRD operational frequency, as was specified in Table 5.
The key masks that were used to simulate performance of victim receivers and interfering transmitters are provided in Annex 1.
[bookmark: _Toc508567964][bookmark: _Toc531622809]Baseline Intra-SRD Case
To set the stage for simulating impact of introducing new radiocommunication services in the band 863-870 MHz, a simple baseline case of intra-SRD interference was used. It used the representative SRD link described in section 4 and Table 5 as both the interferer and victim. Note, that this means that the reference SRD interferer will be retained as necessary legacy co-sharing element in all the further considered scenarios, where comparative LPWAN impact would be modelled by adding the new respective LPWAN element to the initial intra-SRD scenario established in the step.
In order to avoid establishing overly sensitive baseline case, the intra-SRD scenario was modelled with one legacy SRD ILK deployed at maximum density of 1000 devices/sq.km and long-term average DC of 0.01%.
This scenario generated assessment that the current "status quo" in the band, i.e. probability of interference between typical legacy SRDs, stands at approx. 0.3-0.5%.
This baseline value corresponds well to the previous similar assessment of status of legacy intra-SRD sharing as presented in section 4 of ECC Report 261 [5]. That previous study showed on average <1% of probability of interference for most typical legacy intra-SRD scenarios, although this might climb up to 3-4% for some of more sensitive SRD applications deployed in scenarios with extremely high interferer density and peaking DC levels.
[bookmark: _Toc508567965][bookmark: _Toc531622810]UNB Impact on Legacy SRDs
This section provides the results of simulating impact of UNB Downlink and Uplink on victim legacy SRDs at various assumed NAP/TN densities.
[bookmark: _Toc508567966][bookmark: _Toc531622811]Probability of interference from UNB Downlink
An illustrative example of a single snapshot of this scenario done by SEAMCAT is shown in Fig. 4.
Note how the two layers of interferers are simulated: the intra-SRD interferers are clustered in close proximity (R=300 m) around the victim in the centre of simulated field, while the three simulated NAPs are positioned at longer distances nearer the edges of the field.
The depicted real snapshot example may be compared with the original scenario concept of LPWAN Downlink simulations provided in Fig. 2.

[image: ]
 Figure 4: Real example of a single actual snapshot of LPWAN Downlink scenario in SEAMCAT

Simulated results of probability of interference from UNB Downlink to legacy SRDs are reported below in Tables 8-10. The corresponding SEAMCAT scenarios are provided in separate attachment to this Report.
Table 8: Impact of UNB Downlink (869.4-869.65 MHz) on legacy SRD victim @ 868.3 MHz
	NAP density, dev/sq.km
	Probability of interference, %, (unwanted/unwanted&blocking)

	0.1
	0.4/0.5

	1
	0.5/0.9

	3.5
	0.5/2.2



Table 9: Impact of UNB Downlink (869.4-869.65 MHz) on legacy SRD victim @ 868.95 MHz
	NAP density, dev/sq.km
	Probability of interference, %, (unwanted/unwanted&blocking)

	0.1
	0.4/0.6

	1
	0.5/1.7

	3.5
	0.5/5.5


Table 10: : Impact of UNB Downlink (869.4-869.65 MHz) on legacy SRD victim @ 869.85 MHz
	NAP density, dev/sq.km
	Probability of interference, %, (unwanted/unwanted&blocking)

	0.1
	0.4/0.6

	1
	0.5/2.5

	3.5
	0.7/8.0


The results in Tables 8-10 show that in general the UNB Downlink operations, being restricted to high-power band 869.4-869.65 MHz are posing low risk of unwanted interference to SRDs in adjacent bands. However, analysis of results reported in Tables 9 and 10 show that UNB Downlink operations may become a problem due to blocking interference impact if NAP density where to reach and exceed 3.5 devices/sq.km and provided that victim SRDs are operated with less than 0.5 MHz separation from the high-power band 869.4-869.65 MHz.
[bookmark: _Toc508567967][bookmark: _Toc531622812]Probability of interference from UNB Uplink
An illustrative example of a single snapshot of this scenario done by SEAMCAT is shown in Fig. 5. Note how in this case all interferers: both intra-SRD interfering transmitters as well as UNB TNs are located in a single intermixed cluster of R=300 m around the victim receiver in the centre of the field. 
The depicted snapshot outline may be compared with the original scenario concept for Uplink simulation provided in Fig. 3.
[image: ]
 Figure 5: Real example of a single actual snapshot of LPWAN Uplink scenario in SEAMCAT

Simulated results of probability of interference from UNB Uplink to legacy SRDs are reported below in Tables 11-13. The corresponding SEAMCAT scenarios are provided in separate attachment to this Report.
Table 11: : Impact of UNB Uplink (868.0-868.6 MHz) on legacy SRD victim @ 868.3 MHz
	TN density, dev/sq.km
	Probability of interference, %, as function of TNs DC
(unwanted/unwanted&blocking)

	
	DC=0.01%
	DC=0.1%
	DC=1%

	1 000
	0.5/0.8
	1.9/3.6
	13.6/25.3

	5 000
	1.2/2.0
	7.8/14.7
	45.2/61.8

	10 000
	2.0/3.7
	13.9/25.5
	61.6/75.1


Table 12: Impact of UNB Uplink (868.0-868.6 MHz) on legacy SRD victim @ 868.95 MHz
	TN density, dev/sq.km
	Probability of interference, %, as function of TNs DC
(unwanted/unwanted&blocking)

	
	DC=0.01%
	DC=0.1%
	DC=1%

	1 000
	0.4/0.5
	0.7/2.0
	3.4/13.4

	5 000
	0.5/1.1
	1.9/7.6
	14.0/41.0

	10 000
	0.8/2.0
	3.5/14.1
	23.3/55.3



Table 13: Impact of UNB Uplink (868.0-868.6 MHz) on legacy SRD victim @ 869.85 MHz
	TN density, dev/sq.km
	Probability of interference, %, as function of TNs DC
(unwanted/unwanted&blocking)

	
	DC=0.01%
	DC=0.1%
	DC=1%

	1 000
	0.4/0.4
	0.7/0.9
	3.4/4.8

	5 000
	0.5/0.6
	2.0/2.7
	14.0/19.4

	10 000
	0.8/1.0
	3.6/5.2
	23.3/30.2


The simulation results reported in Table 11 show that co-existence of UNB Uplink operations in the same band h1.4 with legacy SRDs would pose high probability of interference when UNB TNs utilise DC of 0.1-1% at forecasted deployment densities. The co-existence would be favourable across the full range of forecasted deployment densities in the case of DC of UNB TNs being equal (or less than) 0.01%.



[bookmark: _Toc508567968][bookmark: _Toc531622813]CSS Impact on Legacy SRDs
This section provides the results of simulating impact of CSS Downlink and Uplink on victim legacy SRDs at various assumed NAP/TN densities. Given that ADR mechanism is considered an integral part of CSS network design and implementation (ref. Annex 2), the CSS network was modelled in the simulations in this section as having ADR active as default feature of any real-life CSS network deployment.
This means that the duty cycle of the CSS Terminal Nodes is assumed to be self-restricted by network's operational management procedures towards a certain equivalent value according to the principles of ADR mechanism, by regulating the Spreading Factors of transmitted packets. This equivalent DC is intrinsically linked to the TN/NAP deployment density and therefore only one ADR-determined DC value needs to be considered for a given assumed density. ANNEX 2: provides a detailed explanation of the reasons why any CSS network is by default expected to use the ADR in real life operational scenarios.
[bookmark: _Toc508567969][bookmark: _Toc531622814]Probability of interference from CSS Downlink
Simulated results of probability of interference from CSS Downlink,  with DC set to the predicted equivalent DC across the NAPs in CSS network deployed in realistic conditions with ADR active - to legacy SRDs are reported below in Table 14, Table 15 and Table 16.
[bookmark: _Ref528752302]Table 14: Impact of CSS Downlink (867-868.6 MHz & 869.525 MHz) on legacy SRD victim @ 868.3 MHz
	NAP density, dev/sq.km
	Equivalent DC 
@ 500 mW
	Equivalent DC
@ 25 mW
	Probability of interference, %, (unwanted/unwanted&blocking)

	0.1
	2.09%
	0.209%
	0.4/0.4

	1
	0.23%
	0.023%
	0.4/0.4

	3.5
	0.13%
	0.013%
	0.4/0.4



[bookmark: _Ref528754493]Table 15: Impact of CSS Downlink (867-868.6 MHz & 869.525 MHz) on legacy SRD victim @ 868.95 MHz
	NAP density, dev/sq.km
	Equivalent DC 
@ 500 mW
	Equivalent DC
@ 25 mW
	Probability of interference, %, (unwanted/unwanted&blocking)

	0.1
	2.09%
	0.209%
	0.4/0.4

	1
	0.23%
	0.023%
	0.4/0.4

	3.5
	0.13%
	0.013%
	0.4/0.5



[bookmark: _Ref528754496]Table 16: Impact of CSS Downlink (867-868.6 MHz & 869.525 MHz) on legacy SRD victim @ 869.85 MHz
	NAP density, dev/sq.km
	Equivalent DC 
@ 500 mW
	Equivalent DC
@ 25 mW
	Probability of interference, %, (unwanted/unwanted&blocking)

	0.1
	2.09%
	0.209%
	0.4/0.4

	1
	0.23%
	0.023%
	0.4/0.4

	3.5
	0.13%
	0.013%
	0.4/0.4


The results reported in Table 14, Table 15 and Table 16 show that the CSS Downlink operations do not pose any risk for the operations of legacy SRD devices.
[bookmark: _Toc508567970][bookmark: _Toc531622815]Probability of interference from CSS Uplink 
Other than the different RF parameters, set to correspond to CSS technology specifications given in Table 3, the scenario outline and composition is identical to the ones used for modelling UNB uplink, as illustrated in Fig. 5. The corresponding SEAMCAT scenarios are provided in separate attachment to this Report.
Simulated results of probability of interference from CSS Uplink to legacy SRDs for the case of shared band usage are reported below in Table 17.

Table 17: Impact of CSS Uplink (867.0-868.6 MHz) on legacy SRD victim @ 868.3 MHz
	TN density, dev/sq.km
	Equivalent DC
@ 25 mW
	Probability of interference, %, (unwanted/unwanted&blocking)

	1 000
	0.209%
	1.9/5.6

	5 000
	0.023%
	1.3/3.6

	10 000
	0.013%
	1.5/4.0


The results reported in Table 17 show that the CSS Uplink operations do not pose any risk for the operations of legacy SRD devices, except some marginal risk around 5% at low TN (and NAP) densities, i.e. when the ADR mechanism is not yet most effective due to low density of TNs and their serving NAP terminals. The combined effect of employing both APC and ADR in CSS Uplink was simulated next with the results reported in Table 18.
Table 18: Impact of CSS Uplink (867.0-868.6 MHz), with additional APC mitigation technique enabled, on legacy SRD victim @ 868.3 MHz
	TN density, dev/sq.km
	Equivalent DC
@ 25 mW
	Probability of interference, %, (unwanted/unwanted&blocking)

	1 000
	0.209%
	1.7/4.3

	5 000
	0.023%
	1.0/2.3

	10 000
	0.013%
	1.1/2.6


The results reported in Table 18 clearly indicate that employing both APC and ADR in the CSS system allows to eliminate any risk of interference to legacy SRD even in shared band scenario. This conclusion also means that there is no need to further investigate probability of interference in adjacent band scenarios.
[bookmark: _Toc508567971]

[bookmark: _Toc531622816]Lfour Impact on Legacy SRDs
Since the Lfour technology is only used in unidirectional Uplink configuration, this section provides only the results of simulating impact of Lfour Uplink on victim legacy SRDs at various assumed TN densities.
[bookmark: _Toc508567972][bookmark: _Toc531622817]Probability of interference from Lfour Uplink
Other than the different RF parameters set to correspond to Lfour technology specifications given in Table 4, the scenario outline and composition is identical to the ones used for modelling other LPWAN uplinks, as illustrated in Fig. 5. The corresponding SEAMCAT scenarios are provided in separate attachment to this Report.
Simulated results of probability of interference from Lfour Uplink to legacy SRDs are reported below in Tables 19-21. Noting that early Lfour radio interface specifications [3-4] do not foresee any specific interference mitigation mechanism, therefore that option was not explored in the simulations reported in this section. 
Table 19: : Impact of Lfour Uplink (868.0-868.6 MHz) on legacy SRD victim @ 868.3 MHz
	TN density, dev/sq.km
	Probability of interference, %, as function of TNs DC
(unwanted/unwanted&blocking)

	
	DC=0.01%
	DC=0.1%
	DC=1%

	1 000
	0.6/0.7
	2.1/3.6
	16.2/25.7

	5 000
	1.3/2.0
	9.0/14.8
	49.4/62.4

	10 000
	2.2/3.7
	15.8/25.0
	64.8/75.2



Table 20: Impact of Lfour Uplink (868.0-868.6 MHz) on legacy SRD victim @ 868.95 MHz
	TN density, dev/sq.km
	Probability of interference, %, as function of TNs DC
(unwanted/unwanted&blocking)

	
	DC=0.01%
	DC=0.1%
	DC=1%

	1 000
	0.4/0.5
	0.4/1.8
	0.7/13.4

	5 000
	0.4/1.1
	0.6/7.2
	2.5/41.0

	10 000
	0.5/2.0
	0.9/14.0
	4.6/54.4



Table 21: Impact of Lfour Uplink (868.0-868.6 MHz) on legacy SRD victim @ 869.85 MHz
	TN density, dev/sq.km
	Probability of interference, %, as function of TNs DC
(unwanted/unwanted&blocking)

	
	DC=0.01%
	DC=0.1%
	DC=1%

	1 000
	0.4/0.4
	0.5/0.7
	0.6/3.7

	5 000
	0.4/0.6
	0.5/2.1
	2.4/15.6

	10 000
	0.4/0.7
	0.8/3.9
	4.0/24.6


The results reported in Table 24 show that in the longer term the LPWAN Uplink can not share the same band with generic SRDs after the LPWAN networks growth reach the forecasted target TN deployment densities, unless their maximum DC was limited to 0.01%.
[bookmark: _Toc508567973][bookmark: _Toc531622818]Aggregate Impact of Multiple Co-located LPWANs on Legacy SRDs
[bookmark: _Toc531622819]Aggregate density of LPWAN Terminal Nodes
This section provides results of simulating the ultimate combined impact of three co-located LPWAN networks - one UNB, one CSS and one Lfour, on victim legacy SRDs at various assumed NAP/TN densities. Only the Uplink LPWAN transmissions are simulated in this aggregate scenario, given that previous sections showed low risk of interference from Downlink, thanks to the latter mostly utilising dedicated band.
As regards simulating TN density in aggregate scenario for LPWAN Uplink operations, the total maximum aggregate density of TNs across multiple LPWAN networks to be used in this section could be taken directly from Table A.4 TR 103 435 [1], corresponding to forecasted total number of LPWAN connections for the example of London area in the year 2023: from 5 582 TN/sq.km (average) to 13 290 TN/sq.km (max peak). Also an arbitrary value of 3 000 TN/sq.km (i.e. approximately half of the lower estimate of 5 582 TN/sq.km) was chosen to represent the case of a smaller city.
In the absence of reliable market sharing forecasts, the modelled aggregate number could be apportioned between the different LPWAN networks equally, i.e. assuming that each UNB, CSS and Lfour technology is getting approx. 33% market share. The resulting distribution of simulated TN densities for various networking technologies and different aggregate densities is given below in Table 22.
Table 22: Simulated TN densities for aggregate scenario
	Aggregate LPWAN market TN density for year 2023, dev/sq.km
	UNB TN density
(33% of market),
dev/sq.km
	CSS TN density
(33% of market),
dev/sq.km
	Lfour TN density
(33% of market),
dev/sq.km

	3 000 (smaller city scenario)
	1 000
	1 000
	1 000

	5 582 (large city uniform density)
	1 860
	1 860
	1 860

	13 290 (large city peak density)
	4 430
	4 430
	4 430


  
These TN densities were used in combination with method used in Table 7 to derive the numbers of active transmitters for simulated area of 300 m radius, corresponding to 0.283 sq.km. Thus the simulated numbers of active transmitters were accordingly:
Smaller city scenario: 283 TNs per network/300m radius;
Large city uniform density: 526 TNs per network/300m radius;
Large city peak density: 1 253 TNs per network/300m radius.
The results of simulations with above derived numbers of active TNs are reported in the following subsection.
[bookmark: _Toc508567975][bookmark: _Toc531622820]Probability of aggregate interference from UNB & CSS & Lfour Uplinks
In order to understand the individual contributions from various networks to the total aggregate probability of interference, the simulations were structured so that the considered networks were introduced into the picture one-by-one. Simulated results of probability of aggregate interference from co-located UNB & CSS & Lfour Uplinks to legacy SRDs are reported below in Tables 23-25. The corresponding SEAMCAT scenarios are provided in separate attachment to this Report.
Note that in all simulations reported in this section the CSS network was modelled with ADR as default mechanism and APC activated, as discussed in section 5.2.3.


Table 23: Aggregate Impact of LPWANs on legacy SRD victim @ 868.3 MHz - case of DC 0.01% limit for UNB and Lfour, and ADR-limited DC for CSS
	Scenario for TN density
	TN density per network, dev/sq.km
	Probability of interference, %, depending on number of competing LPWANs in the market
(unwanted/unwanted&blocking)

	
	
	CSS
	CSS+UNB
	CSS+UNB+Lfour

	Smaller city
	1 000
	1.6/4.2
	1.8/4.5
	2.0/4.7

	Large city, uniform
	1 860
	2.1/5.5
	2.1/5.8
	2.3/5.9

	Large city, peak
	4 430
	1.0/2.2
	1.6/3.5
	2.1/4.4


Table 24: Aggregate Impact of LPWANs on legacy SRD victim @ 868.3 MHz - case of DC 0.1% limit for UNB and Lfour, and ADR-limited DC for CSS
	Scenario for TN density
	TN density per network, dev/sq.km
	Probability of interference, %, depending on number of competing LPWANs in the market
(unwanted/unwanted&blocking)

	
	
	CSS
	CSS+UNB
	CSS+UNB+Lfour

	Smaller city
	1 000
	1.6/4.2
	2.9/6.7
	4.2/8.8

	Large city, uniform
	1 860
	2.1/5.5
	4.0/9.4
	6.4/12.8

	Large city, peak
	4 430
	1.0/2.2
	6.2/11.9
	12.2/20.4


Table 25: Aggregate Impact of LPWANs on legacy SRD victim @ 868.3 MHz - case of DC 1% limit for UNB and Lfour, and ADR-limited DC for CSS
	Scenario for TN density
	TN density per network, dev/sq.km
	Probability of interference, %, depending on number of competing LPWANs in the market
(unwanted/unwanted&blocking)

	
	
	CSS
	CSS+UNB
	CSS+UNB+Lfour

	Smaller city
	1 000
	1.6/4.2
	12.2/22.8
	22.3/34.9

	Large city, uniform
	1 860
	2.1/5.5
	20.2/34.0
	33.8/47.9

	Large city, peak
	4 430
	1.0/2.2
	35.6/50.5
	53.3/65.3


The results shown in Tables 23-25 demonstrate that sharing of the same band by LPWAN Uplink operations of CSS alone and legacy SRDs would be feasible with low probability of interference. However adding UNB and/or Lfour into the mix would only be feasible if TNs DC in UNB and Lfour networks would be limited to 0.01%.
Without fulfilling this last condition, the LPWAN aggregate market scenarios was shown by simulations to lead to unacceptable interference risk even at very low densities of 1000 TN/sq.km/network. 

[bookmark: _Toc444153877][bookmark: _Toc531622821]Conclusions
This report considered probabilities of interference from deployment of various IoT LPWAN applications in the band 863-870 MHz on operation of legacy generic SRDs in this band. Three representative LPWAN technologies had been selected for the study: UNB, CSS and Lfour, as explained in the introduction section.
At first, the study considered the impact from individual LPWAN networks, as if they were deployed one by one in any given metropolitan area. This well corresponds to current and short-term future scenarios while the IoT LPWAN technologies are not yet very well established and the number of competing networks is low. Secondly, the study also considered the scenario of two or three LPWAN networks operating in a given area in parallel. This is a likely scenario for medium- to long-term future development of LPWAN market.
[bookmark: _Hlk530411469]Analysis of results of simulations presented in section 5 allows making the following conclusions as regards shared use of the band 863-870 MHz by LPWANs and legacy SRDs:
LPWAN Downlink operations:
· Restricting the high-power/high-DC Downlink transmissions to dedicated band 869.4-869.65 MHz in general ensures feasible co-existence with very low risk of interference to legacy generic SRDs;
· Only scenarios with most dense deployment of NAPs showed moderate risk of interference through blocking interference impact;
· It was shown on example of CSS Downlink simulations, that for LPWANs employing interference mitigation mechanisms, such as ADR and APC, the risk of interference becomes negligibly low.
LPWAN Uplink operations:
· When LPWAN Uplink is operated without any interference mitigation mechanisms, e.g. simulated examples of UNB (ref. subsection 5.2.2.2) and Lfour (ref. subsection 5.2.4.1), their shared use of the band with legacy SRDs, such as band 868.0-868.6 MHz, would pose significant risk of interference starting from medium TN deployment densities, unless the TNs DC was limited at 0.01%;
· In the medium- to long-term, operation of multiple competing LPWAN networks in parallel in a given geographic area would mean that the risk of interference would become even more prominent, starting to manifest even at as low TN densities as 1000 TN/sq.km/network, unless the TNs DC was limited at 0.01%;
· The example of CSS with the inherent ADR mechanism as well as APC enabled (ref. subsection 5.2.3.2), proves that the LPWANs that employ such additional mitigation techniques would not pose significant risk of interference to legacy SRDs sharing the same band. 
As an overall conclusion, the above discussed findings of the study indicate that the current generic SRD regulations for using the band 863-870 MHz are not adequate by themselves to ensure long-term sustainable shared access by LPWANs without risk of interference to legacy SRDs.
The studies provided in this report indicate that the solution to ensure feasible long-term sharing may be found in requiring that LPWANs deployed in 863-870 MHz must either implement suitable interference mitigation mechanisms, such as combined ADR+APC set used in CSS, or otherwise must limit the TNs DC to 0.01%.
[bookmark: _Toc428797448][bookmark: _Toc444153893]Victim Receiver Selectivity and Interfering Transmitter Emission Masks
The Fig. A1.1 shows the SEAMCAT simulation of the selectivity/blocking mask of victim SRD receiver, based on example of a typical ubiqutious Home Automation SRD performance. It was derived from relevant requirements for generic SRDs as specified in ETSI EN 300 220-1.
[image: ]
Figure A1.1: Simulated SRD Rx selectivity/blocking mask
The Figs. A1.2 and A1.3 show the simulated emission masks of respectively UNB Network Access Point transmitter and Terminal Node transmitter. They were derived from relevant information provided in UNB SRDoc TR 103 435 [1].
Note that in the UNB NAP Tx mask depicted in Fig. A1.2, the interim point (±0.00051 MHz, -23 dBc, 1 kHz) was added in order to achieve compliance with SEAMCAT consistency check to match the computed mask bandwdith with the operational channel width of 1 kHz.
[image: ]
Figure A1.2: Simulated emissions mask of UNB NAP Tx

[image: ]
Figure A1.3: Simulated emissions mask of UNB TN Tx
The following Figs. A1.4 and A1.5 show the simulated emission masks of respectively CSS Network Access Point transmitter and Terminal Node transmitter. They were derived from relevant information provided in CSS SRDoc TR 103 526 [2]. It may be noted that they are actually identical when expressed in dBc units as shown in these figures.
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Figure A1.4: Simulated emissions mask of CSS NAP Tx


[image: ]
Figure A1.5: Simulated emissions mask of CSS TN Tx

The Fig. A1.6 shows the simulated emission mask of Lfour's Terminal Node transmitter. It was derived from clause 5.8.1 of EN 300 220-1 [8] by applying Occupied Bandwidth value of 50.8 kHz. 

[image: ]
Figure A1.6: Simulated emissions mask of Lfour TN Tx
Note that in the mask depicted in Fig. A1.6, the interim point (±0.0255 MHz, -23 dBc, 1 kHz) was added in order to achieve compliance with SEAMCAT consistency check to match the computed mask bandwdith with the operational channel width of 50.8 kHz.
The following Fig. A1.7 shows the simulated emission mask of HA SRD transmitter considered as interferer for baseline scenario. It was derived from clause 5.8.1 of EN 300 220-1 [8] by applying Occupied Bandwidth value of 150 kHz. 
[image: ]
Figure A1.7: Simulated emissions mask of HA SRD Tx
Note that the interim point (±0.0751 MHz, -23 dBc, 1 kHz) in the HA SRD Tx mask was addedd in order to achieve compliance with SEAMCAT consistency check to match the computed mask bandwdith with the operational channel width of 150 kHz.
[bookmark: _Ref528750689]Impact of ADR Mechanism in CSS LPWAN on Equivalent Across-Network Duty Cycle
For common SRDs as well as for LPWAN systems, the Duty Cycle (DC) concept is one of the primary keys to limiting the congestion over a specific bandwidth. The DC limitation also applies to CSS networks, with additional element of the system being able to change the channel access time dynamically by means of chosing different Spreading Factor (SF) and appropriate burst sizes. So in LPWAN-CSS, the maximum DC corresponds to the lowest (or slowest) possible transmission rate as implemented by SF12, refer to Table 2 in ETSI TR 103 526 [2].
The dynamic changing of Spreading factor in CSS network is implemented by means of an Adaptive Data Rate (ADR) mechanism. When using ADR the data rates on each TN-NAP link can be adapted to the measured channel quality (i.e. the factually observed SNR at the receiver). As a result, implementation of ADR mechanism means that the increasing density of NAPs - leading to shorter link paths and thus improving SNR - will have an effect of the SF used in both Downlink and Uplink moving towards faster speeds (i.e. moving from SF12 @ 50 bps towards SF7 @50’000 bps)
CSS network will thus be able to optimally assign most efficient SFs to devices and make use of all mandatory channels so that the network scalability and the number of nodes that it can serve can be maximized.
Since CSS end user applications typically operate with fixed payload size (e.g. sensors transmitting packets of measured data at regular time intervals), the immediate and direct effect of ADR is that the higher the data rate, the lower will be the Time-on-Air for each message sent in Downlink/Uplink.
The benefit of ADR has been extensively studied by means of LoRaWAN system simulations and provided by ETSI in terms of distribution of SF in DL and UL  SF versus the number of GW’s per square kilometre (ref. Figure 6 in TR 103 526 [2]).  The distribution of SF used in a typical real-life CSS network is thus summarized in the following Table A2 1.

[bookmark: _Ref528758103][bookmark: _Ref528758092]Table A2 1: Typical distribution of channel coding states in a real-life CSS network
	SF#
	Proportion of links with given SF across CSS network
for different NAP/TN density configurations

	
	0.1 NAP/sq.km
1 000 TN/sq.km
	1 NAP/sq.km
5 000 TN/sq.km
	3.5 NAP/sq.km
10 000 TN/sq.km

	SF07
	35%
	75%
	95%

	SF08
	7%
	7%
	2.5%

	SF09
	7%
	6%
	1%

	SF10
	7%
	4%
	0.7%

	SF11
	7%
	3%
	0.6%

	SF12
	11.5%
	5%
	0.3%



The above table shows that increasing density of TNs will lead CSS network operator to deploy more NAPs and as a result the improving SNR statistics will lead to majority of links settling on the most efficient (fastest) SF7 mode. By considering the above distribution in Table A2 1 and the SF specific Time-on-Air (ToA), with reference to DC=1% normalised as maximum for SF12, the resulting equivalent DC across the CSS network for corresponding NAP/TN density configurations is described below in Table A2 2.

[bookmark: _Ref528758171]Table A2 2: Typical distribution of channel coding states in a real-life CSS network
	SF#
	ToA
	Equivalent DC
	0.1 NAP/sq.km
1 000 TN/sq.km
	1 NAP/sq.km
5 000 TN/sq.km
	3.5 NAP/sq.km
10 000 TN/sq.km

	SF07
	0.0528
	0.053%
	0.018%
	0.014%
	0.013%

	SF08
	0.0912
	0.091%
	0.006%
	0.0%
	0.0%

	SF09
	0.1633
	0.163%
	0.011%
	0.001%
	0.0%

	SF10
	0.2883
	0.288%
	0.02%
	0.001%
	0.0%

	SF11
	0.5383
	0.538%
	0.038%
	0.001%
	0.0%

	SF12
	1.0000
	1.000%
	0.115%
	0.006%
	0.0%

	Ref DC=1%
	Equivalent DC:
	0.209%
	0.023%
	0.013%


The results in Table A2 2 illustrate that thanks to the ADR mechanism, the effective activity of over time and over the radio channel across the entire CSS network will be much smaller than the initial DC value assumed for the slowest SF12.
This behaviour is also described in ETSI TR 103 526 [2] referring to peculiarity of the LPWAN CSS systems called "network densification". A network operator seeing an increasing number of connections will increase the gateways density and this is counterbalancing the global time on air since, as a consequence of an increase of number of gateways, the time on air is decreasing because the devices will use a lower spreading factor, i.e. higher data transmission speeds. 
This effect is key for CSS system performances and it guarantees that in an evolving real-life network, the system will be constantly adapting to the improving link budget conditions. Over time, other SRD applications sharing the same frequency band with CSS might also benefit of adapting CSS network nature, because the constantly reduced equivalent DC of CSS network transmitters should be offsetting the effect of probability of closer co-location due to growing density of TNs. In order to verify this assumption in quantitative terms, the SEAMCAT simulations were carried out for typical conditions that may be observed in real-life CSS network with active ADR mechanism as described in  Table A2 1 and Table A2 2. 
These results show that the impact of real-life CSS network on victim SRDs sharing the same band would be low thanks to ADR mechanism decreasing the equivalent DC proportionally with network densification. 
Until now we have described the use of ADR for an LPWAN CSS network operator as compelling to achieve the necessary quality of service. However, there is another reason why the ADR is de facto mandatory in an LPWAN CSS network. The vast majority of LPWAN-CSS devices are battery operated and -once exhausted- the replacement of this item should be operated by well-trained personnel or better by replacing the overall device/meter in order to fulfil the stringent certification requirements (anti-tampering, measurement accuracy and tolerance, etc.)
For these reasons, the ADR mechanism has also a strong and direct impact on the expected average device time before replacement for the end user. In facts, the cost for device replacement is of crucial importance in evaluating the sustainability of a wide area IoT business plan for end users such as Utilities, Municipalities, etc. Since LPWAN-CSS protocols have been designed for simplifying circuitry and minimizing the energy consumption within the devices, the so-called Time on Air (ToA) of each message transmitted has a direct impact on the battery duration. In the following, the results from several lab trials have been reported. In this trials it has been assumed an average message payload of 51 bytes and different usage of the Spreading Factor.
Table A2 3 Time on Air for the sample LPWAN-CSS message vs the used
	SF Used
	SF07
	SF08
	SF09
	SF10
	SF11
	SF12

	ToA (ms)
	112.90
	195.07
	349.18
	616.45
	1150.98
	2138.11


Assuming 90 mA the power consumption during message transmission and other IC drain currents negligible for a device whose battery capacity has a nominal value of 3’000 mAh and an efficiency of 95% we can derive the maximum number of message that the device can send with the same battery assuming a fixed Spreading Factor as per the table below.

Table A2 4 Maximum number of messages depending used SF for a battery of 3’000 mAh and an efficiency of 95%
	SF Used
	SF07
	SF08
	SF09
	SF10
	SF11
	SF12

	Message Time on Air [ms]
	112.90
	195.07
	349.18
	616.45
	1150.98
	2138.11

	Power Cons. [mA]
	90.0
	90.0
	90.0
	90.0
	90.0
	90.0

	Power Cons. per Msg [mAh]
	0.00257
	0.00462
	0.00822
	0.01541
	0.03287
	0.06164

	Battery Capacity Nominal [mAh]
	3000.0
	3000.0
	3000.0
	3000.0
	3000.0
	3000.0

	Battery Efficiency
	98%
	98%
	98%
	98%
	98%
	98%

	Battery Capacity Actual [mAh]
	2940.0
	2940.0
	2940.0
	2940.0
	2940.0
	2940.0

	Messages per Battery
	1145573.6
	636253.5
	357768.7
	190770.3
	89442.2
	47692.6


The most important result from the above table is the maximum number of messages per battery life.
In order to define the number of messages one device can send we can use the Duty Cycle concept or a fixed number of message linked to a specific envisages type of application (e.g. metering). Independently of any battery limitation, by considering the ToA above, the estimated maximum number of message per day is shown in the following table


Table A2 5 Number of TN messages per day depending on different DC and sample application
	SF Used
	SF07
	SF08
	SF09
	SF10
	SF11
	SF12

	DC = 1.00%
	12477
	7653
	4429
	2474
	1402
	751

	DC = 0.10%
	1248
	765
	443
	247
	140
	75

	DC = 0.01%
	125
	77
	44
	25
	14
	8

	Fixed Application
	48.0
	48.0
	48.0
	48.0
	48.0
	48.0


By considering in parallel the results regarding the Spreading Factor usage obtained by system simulation (Table A2 1), the maximum number of messages a TN can send while respecting the limit imposed by the DC or the specific application (Table 4) and one can estimate the average life duration for a battery powered device in different densities scenarios.
Table A2 6 Estimated number of years for battery operated TN depending on network density and ADR usage
	
	SF Fixed 
Any TN Density
	ADR
TN Dens= 1’000/sqkm
	ADR
TN Dens= 5’000/sqkm
	ADR
TN Dens= 10’000/sqkm

	DC= 1%
	0.32
	0.65
	0.70
	0.77

	DC= 0.1%
	3.27
	6.53
	7.00
	7.70

	DC= 0.01%
	32.67
	63.30
	67.96
	76.54

	Metering 48 msg/day
	2.72
	7.83
	15.99
	31.31


For LPWAN-CSS network (and hence, business) to succeed from this study come out two major considerations.
1) The ADR must be adopted by operators in any network condition or density
2) Even with large allowed Duty Cycle limits, the LPWAN-CSS network will also operate with the lowest possible actual Duty Cycle since heavily impacts on battery duration. 
An LPWAN-CSS network operator seeing an increasing number of connections will increase the gateways density and this is counterbalancing the global time on air since, as a consequence of an increase of gateways, the time on air is decreasing (because the devices use a lower spreading factor)
This effect is key for LPWAN-CSS system performances and it guarantees that in an evolving network, the system will be constantly adapting to the better radio conditions. Over time, all other SRD systems in proximity will also benefit from this flexibility.
By the OPEX point of view, LPWAN-CSS operator must implement the ADR mechanism since the beginning otherwise most of the business plan the LPWA-CSS standard has been designed for will be much less sustainable. We must consider that the cost for replacing the battery (and often the complete device) is higher than the cost of the device itself.
Hence, ADR is an extremely distinguishing feature of LPWAN-CSS system in comparison with any other low cost solution in this area. As said, ADR simply put the LPWAN-CSS networks in a typical cellular perspective where network densification together with interference minimisation algorithms makes these networks cope with a constant increase traffic density but relying on a relative small of spectrum. 
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